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24 [2.00, 3.10, 3.20, 4.001.-F. B. HILDEBRAND, Introduction to Numerical Analysis, 
2nd ed., McGraw-Hill Book Co., New York, 1974, xiii + 669 pp., 24 cm. Price 
$15.50. 

The first edition of this well-known introductory text was published in 1956. The 
present edition preserves not only the basic character of the original work, but also 
pretty much its content. While many changes have been made, most of them are rela- 
tively minor. Among the more substantive additions are new sections on machine errors, 
recursive computation, Romberg integration, and cubic spline interpolation. Also, the 
number of problems has increased substantially, from 513 to 670. On the whole, how- 
ever, the text reflects the state of the art as it existed in the mid-fifties, when the first 
edition appeared. Sections entitled "Supplementary References", which accompany 
each chapter, serve to direct the reader to newer developments. 

W.G. 

25 [2.05.1] .-PH. TH. STOL, Nonlinear Parameter Optimization, Centre for Agricultural 
Publishing and Documentation, Wageningen, The Netherlands, 1975, 197 pp., 24 cm. 
Price 49.40 Dutch guilders. 

This interesting book is the author's doctoral thesis, and his abstract which we 
give below is more accurate than usual. 

Nonlinear parameter optimization in least squares was studied from a point of 
view of differential geometry. Properties of curvilinear coordinates, scale factors and 
curvature were investigated. Parameters of the condition function were expressed as 
functions of algorithm parameter to generalize the formulas. The analysis of the con- 
vergence process cumulated in the development of procedures that accelerate conver- 
gence. Scale factors were used as weights to the differential correction vector to improve 
the direction of search. A method to correct for curvature, called back projection 
method, was developed. Use was made of the tangent plane on which the path of 
search on the fitting surface was projected. Deviations from the original direction were 
corrected by optimizing the angle of deviation and step factor. The correspondence 
between rate of convergence and curvature of the path of search was illustrated with an 
example. A small geodesic curvature at the starting point indicates fast convergence. 
Curvature properties of the parametric curves appeared to be of more influence than 
those of the fitting surface. To avoid heavy oscillation of intermediate parameter values 
a method was developed that required the intermediate points to be the foot of a per- 
pendicular from the terminal point of intermediate observation vectors thus producing 
paths of controlled approach. Since condition functions may have a complicated struc- 
ture in that they can be implicit functions, sequential functions or can consist of 
mathematical models involving alternative functions, it was treated how first derivatives 
can be calculated and programmed systematically for these functions. Methods intro- 
duced were made operational by means of a FORTRAN program. A description of the 
use of the subprograms and instruictions to modify the main program to suit the various 
algorithms and procedures developed are given in the Appendices. 

The strong point of this work is its heavy geometric flavor. Its weakness is in the 
failure to incorporate good numerical linear algebra into the suggested modifications of 
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